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ABSTRACT 

Technological advancements have expanded people's needs, increasing loan approval requests in the banking 

sector. Banks face critical difficulties in surveying credit applications and relieving the dangers related with 

potential borrower defaults. Assessing every borrower's qualification completely makes this interaction especially 

troublesome. This examination proposes joining AI (ML) models and group learning ways to deal with foresee 

the likelihood of tolerating individual advance solicitations. This methodology upgrades the precision of choosing 

qualified competitors from a pool of candidates, resolving the issues with the credit endorsement process. The 

proposed strategy benefits advance candidates and bank workers by essentially decreasing the authorizing time. 

With the financial business' development, more individuals are applying for advances. We utilized four 

calculations to precisely foresee advance endorsement status: Random forest, Naive Bayes, Decision Tree, and 

KNN. Among these, the Naive Bayes calculation accomplished the most elevated precision of 83.73%. 

INTRODUCTION 

Many banks' essential business is credit dissemination, which creates the vast majority of their income through 

premium charged on loans. Banks aim to invest their funds in reliable clients, but the traditional loan vetting and 

verification process often needs to be more efficient. A bank can only guarantee the security of a selected loan 

applicant with a thorough assessment. To address this, we have fostered a Credit Expectation Framework utilizing 

Python, intended to smooth out the endorsement of bank advances. 

The Credit Forecast system is a product instrument that decides if a particular client is able to get a credit. It breaks 

down different variables, including the client's conjugal status, pay, ways of managing money, and other pertinent 

components. This method is applied to a large dataset of trained clients to create a model. The model is then 

utilized on test information to anticipate the outcome, presenting a result as 'yes' or 'no'. A 'yes' indicates the 

customer can repay the loan, while a 'no' suggests otherwise. This system allows banks to grant loans based on 

data-driven criteria. 

AI (ML) is a part of software engineering that empowers frameworks to learn and adjust without express 

guidelines by examining information designs utilizing calculations and factual models. Its importance has grown 

in the twenty-first century, finding applications from search engines and email filters to complex tasks like 

predicting consumer behaviour or housing prices. 

Regression, the demonstration of making a capability to portray dataset focuses, developed fundamentally since 

its beginning in the mid 1800s. The concept of machine learning emerged in the 1950s, and with it, various 

regression techniques, including linear, polynomial, and logistic regression, were developed to address different 

data modelling challenges. 

In advance prediction, the moneylender audits the candidate's experience to decide if the bank ought to endorse 

the credit. Factors affecting advance endorsement incorporate record, credit sum, way of life, vocation, and 

resources. Machine learning algorithms can leverage historical data and applicant comparisons to predict loan 

status, transforming it into a data science problem. 
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This study aims to develop a system that accurately predicts loan approval status using machine learning 

techniques. By utilizing calculations, for example, Random Forest, Naive Bayes, Decision Tree, and KNN, we 

mean to improve the effectiveness and unwavering quality of the credit endorsement process, helping the two 

banks and candidates. 

The idea of relapse, a strategy for building a capability to depict dataset focuses, has a rich history that traces all 

the way back to around 1800. This authentic importance interfaces us to the foundations of the idea. The 

presentation of AI (ML) calculations didn't show up until 1952. To survey the viability of fitting huge datasets, 

Legendre presented '"the strategy for least squares'" in 1805, laying out the principal reasonable expense capability 

with a numerical establishment. Over the next 100 years, mathematicians like Gauss and Markov developed this 

idea, creating recipes for relapse. However, regression was a daunting task before the advent of computers or 

calculators. 

The introduction of machine learning in the 1950s was a transformative moment in the history of regression. The 

improvement of straight relapse — a method utilizing a direct capability to foresee results in view of data of 

interest — introduced another time, starting fervour about mechanical progression. By minimizing the cost 

function (squared error), linear regression can derive the best-fit linear function for almost any dataset. Despite its 

initial limitations, linear regression addressed more complex relationships, such as quadratic connections where 

y varies significantly with x values. In loan prediction, banks assess applicants' credit history, loan amounts, 

lifestyle, career, and assets to determine approval likelihood. Machine learning algorithms leverage historical data 

to predict loan outcomes based on analogous criteria, enhancing decision-making accuracy. 

LITERATURE REVIEW 

In their review, Rajiv Kumar and Vinod Jain executed strategic trees, Decision trees, and Random forest 

calculations utilizing Python [1]. They found decision trees to be the most effective among three ML algorithms 

tested, but highlighted the need for robust data classification and gap handling. Pidikiti Supriya and Myneedi 

Pavani [2] focused on preprocessing data to remove anomalies and identified correlating characteristics that 

enhance debt repayment probabilities. Their study used an 80:20 split for training and testing data, employing 

Python's plotting utilities for attribute correlation analysis. However, it lacked comparative accuracy assessment 

beyond decision trees, suggesting a pressing need for broader algorithmic exploration. 

Kumar Arun and Garg Ishan [3] investigated six ML strategies, including support vector machines, Neural 

Network, Random Forest, Decision trees, direct models, and Adaboost. Their study encompassed data gathering, 

evaluation, ML application, system training, and testing using the R programming language. While their approach 

lacked visual data representation, it concluded that Naive Bayes offers superior results for loan prediction over 

other models [4]. Another study [5] utilized banking industry data in ARFF format, applying exploratory data 

analysis and employing decision trees and random forests for short-term loan prediction, highlighting the efficacy 

of random forest models. 

DESIGN AND METHODOLOGY 

To develop a prediction model for loan approval: 

1. Import fundamental libraries, for example, sci-unit learn, pandas, and numpy for information handling and 

model creation. 

2. Load loan data into a panda DataFrame and preprocess it. 

3. Split the pre-processed data into training and testing subsets (typically 80:20). 

4. Select a suitable ML algorithm (e.g., random forests, decision trees, logistic regression) and instantiate the 

model. 

5. Adjust hyperparameters as necessary and train the model using the fit() function on the training data. 

6. Utilize the trained model to make predictions by identifying patterns and relationships within the training data. 

This methodology ensures that the developed model can effectively predict loan approval status based on analysed 

data, contributing to improved decision-making processes in banking operations. 

Contingent upon its attributes genuine advance endorsement names to the normal credit endorsement marks, all 

are addressed in the Fig.1 
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Figure 1: Flowchart of Credit Sum Forecast 

A. Algorithm Used 

a) Random Forest 

It is widely favoured algorithm in machine learning, particularly in supervised learning contexts involving 

classification and regression tasks. It works on the standard of outfit learning, a procedure that incorporates various 

classifiers to deal with complex issues and upgrade model execution. As its name proposes, Random Forest builds 

a classifier including various decision trees ready on various subsets of the dataset. It then aggregates the 

assumptions for these trees to work on the by and large prescient exactness. 

The critical characteristics of Random Forest include: 

- Ensemble Learning: Integrating multiple decision trees to mitigate overfitting and enhance robustness. 

- Decision Making: Rather than depending on the forecast of a solitary decision tree, Random Forest joins the 

expectations from all trees and decides the result in light of the greater part vote of these expectations. 
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Figure 2: Flowchart of Random Forest Algorithm 

This diagram visually represents the structure and functioning of the Random Forest algorithm, illustrating how 

it leverages ensemble learning to achieve superior predictive performance compared to individual decision trees. 

The accompanying contentions support the utilization of the Random Forest calculation. 

It required more limited investment for preparing than different calculations. It functions admirably and makes 

precise assumptions for the outcome even with the colossal dataset. Accuracy can be kept regardless, when a 

sizable piece, of data is missing showed in Fig.2 

b) Naive Bayes 

Naive Bayes (NB) is a regulated learning calculation in view of Bayes' hypothesis, ordinarily utilized for order 

issues. Fig. 3 delineates the functioning progression of the Innocent Bayes calculation: 

Critical features of Naive Bayes include: 

Text Categorization: It efficiently categorizes text using an extensive training set. 

Simple and Effective: Known for its simplicity yet effectiveness in classification tasks. 

Probabilistic Classifier: It makes predictions based on the probability of an item having a place with a specific 

class. 

Uses of Credulous Bayes incorporate opinion investigation, article arrangement, and spam separating, leveraging 

its probabilistic nature to achieve accurate predictions. 

These characteristics highlight why Random Forest and Naive Bayes algorithms are widely used in machine 

learning applications. Each offers distinct advantages in different problem domains. 
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Figure 3: Flowchart for Naive Bayes Calculation 

 

c) Decision Tree 

The Decision tree (DT) forecasting model uses a flowchart-like design to pursue choices in light of approaching 

information. Information branches are shaped, with results set at leaf hubs. Decision trees are generally utilized 

for making direct models for characterization and relapse issues, as portrayed in Figure 4. Decision trees address 

choices and their expected results in choice emotionally supportive networks, enveloping possibility occasions, 

asset expenses, and utility. This algorithmic methodology utilizes contingent control explanations, making it 

nonparametric and reasonable for managed learning in arrangement and relapse applications. The tree structure 

includes a root center, branches, internal centers, and leaf hubs, introducing a progressive tree structure, as outlined 

in Figure 4. 

 

Figure 4: Flowchart for Decision Tree (DT) Calculation 

d). KNN Calculation 

K-Nearest Neighbours (K-NN) is a central directed learning calculation in AI. The K-NN calculation classifies 

another occurrence by finding the most comparable occasions from verifiable information, expecting that new 

and past cases are practically identical. By putting away all past information, K-NN orders new information guides 

in view of their comparability toward existing ones, empowering speedy and solid classification. Albeit K-NN is 

usually utilized for order issues, it can likewise deal with relapse errands. This non-parametric strategy makes no 

suspicions about the basic information, as portrayed in Figure 5. 
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Known as lazy learners, K-NN differs from eager learners in that it stores the entire training dataset rather than 

learning from it immediately. Instead, it performs classification by comparing new data directly with stored 

instances, placing it in the category most similar to its neighbours in the training set. 

 

Figure 5: Flowchart of KNN Algorithm 

 

e). Ensemble Learning 

Ensemble learning methods join different classifiers, for example, decision trees, to total their expectations and 

determine the most continuous outcome. Two generally utilized outfit techniques are helping and sacking, 

otherwise called bootstrap accumulation. Sacking, created by Leo Breiman in 1996, includes choosing irregular 

examples from a preparation set with substitution, permitting individual information focuses to be chosen on 

different occasions (Connection leads from IBM.com) (PDF, 810 KB). Each model in this approach is prepared 

freely on these changed information tests, and contingent upon the errand — whether clustering or regression — 

the normal or greater part of these forecasts prompts a more exact assessment, represented in Figure 6. This method 

is usually utilized to lessen fluctuation in loud datasets. 

 

Figure 6: Flowchart of Outfit Strategies 
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B. Dataset Utilized 

Kaggle hosts numerous datasets for predicting loan defaults. Known for its AI (ML) rivalries, Kaggle offers 

datasets that regularly incorporate different qualities connected with advance applications, borrower profiles, and 

portion history. We imported a credit dataset from Kaggle utilizing the accompanying guidance: 'df = 

pd.read_csv("loan_data_set.csv")'. This order peruses the dataset from the predetermined CSV record and 

relegates it to the variable 'df', as shown previously. 

RESULTS AND DISCUSSION 

To start, Python designers habitually utilize the capacity 'df.head ()' to show the hidden segments of a DataFrame 

object. By executing 'df. head()', you can review the information inside the DataFrame 'df'. This capability prints 

the initial five lines of the DataFrame to the control center. On the off chance that you wish to show an alternate 

number of columns, you can indicate a number boundary inside the 'head()' capability. For example, 'df.head(10)' 

will show the best ten sections of the DataFrame. 

 

The 'df.info()' technique in the Pandas Python bundle offers a succinct rundown of a DataFrame's design and 

segment particulars. It includes details for example, information kinds of every section, the quantity of non-invalid 

qualities, and memory use.

 

Df.isnull() code. Python's aggregate() capacity could be used for confirmation of, what number segments were, 

there in a DataFramedf have invalid or NaN values as missing characteristics. It gives a full overview of all 

segments' missing characteristics. 
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The code bit 'df['LoanAmount_log'] = np.log(df['LoanAmount'])' calculates the typical logarithm of the 

'LoanAmount' fragment in the DataFrame 'df' and stores the outcome in another section named 

'LoanAmount_log'.This transformation is commonly employed to address right-skewed data distributions.  

Following this, the line 'df['LoanAmount_log'].hist(bins=20)' histograms the 'LoanAmount_log' segment with 20 

canisters, giving a visual depiction of the changed credit totals dispersal, as depicted in Fig. 7. 

 

Figure 7: Plot of Log scaled Credit Total 
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By help of this code, the histogram will be noticeable alongside legitimate x-hub, y-pivot, and title names. It as 

displayed in Fig,.8. 

 

 

 

Figure 8: Plot between Advance Sum v/s Recurrence 

The gave code aggregates the 'ApplicantIncome' and 'CoapplicantIncome' segments in the DataFrame 'df' to figure 

the absolute pay. This total income is then natural logarithmically transformed and stored in a new column named 

"TotalIncomelog." Subsequently, a histogram with 20 bins is generated for the 'TotalIncomelog' column. 

Upon execution, the code produces a histogram titled "Histogram of Total Income (Logarithm)", with the x-axis 

labeled as "Total Income (Logarithm)" and the y-axis labeled as "Frequency." This visualization is represented in 

Fig. 9. 

 

Figure 9: Plot of Outright Compensation in log scale 

This realistic dissects the appropriation of adjusted all out pay, permitting assurance of its shape and qualities. 

Furthermore, the gave code conducts missing worth attribution on different sections of the DataFramedf utilizing 

the mode (most normal worth) of every segment. It starts by bringing credit data into df from a CSV document. 

Subsequent to performing attribution with the fillna() capability and the mode (most continuous worth) of chosen 
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segments, it utilizes df.isnull().sum() to include the leftover missing qualities in every section and shows the 

outcome. 

 

By executing this code, you can see the include of missing qualities in every section of the DataFramedf. This 

data permits you to check the shortfall of missing qualities in the predefined sections after the ascription cycle, 

guaranteeing the outcome of the missing worth dealing with. Pushing ahead, 

In the under figure in code, x is dispensed the potential gains of the segments gave in the iloc capability utilizing 

ordering. The np.r_ capability is utilized to link a few scopes of section files. The sections picked for x incorporate 

segments 1 to 4, sections 9 and 10, and segments 13 and 14. Likewise, y is dispensed upsides of the twelfth section 

in the DataFrame, which is target variable. By printing x and y, you can affirm that the right portions are picked 

and administered to these variables. The outcome will show potential gains of x (input components) and y (target 

variable) in bunch plan. Forging ahead to straightaway, 
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In this code piece, the quantity of missing qualities in the 'Orientation' segment of df is resolved utilizing 

df['Gender'].isnull().sum(). The absolute number of columns in the information outline is gotten with df. shape[0]. 

By partitioning the count of missing qualities by the all out number of lines and duplicating by 100, you get the 

level of missing qualities in the 'Orientation' section. The designed message "Level of missing orientation is 

%.2f%%" shows this outcome, where %.2f addresses a drifting point number adjusted to two decimal spots, and 

%% prints the '%' character. 

This code will show the level of missing qualities in the 'Orientation' segment of the DataFramedf, as portrayed 

in the past figure. 
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In Fig.10, the initial step includes df['Gender'].value_counts(), which includes the quantity of borrowers in every 

orientation bunch by including each particular worth in the 'Orientation' segment. This data is then printed utilizing 

the print() capability. 

 

Figure 10: Plot of Direction against Count 

In the ensuing fragment, a bar plot depicting the counts for each direction class is delivered utilizing 

seaborn'scountplot() capability. Information is obtained from the DataFramedf, with the 'Orientation' section 

indicated as the x-hub variable. The plot's variety conspire is characterized utilizing the palette='Set1' choice. At 

the point when this code is executed, a countplot outlining the quantity of people applying for credits in every 

orientation classification will be shown, giving a visual portrayal of the dissemination of advances by orientation. 

Moving to the following direction: 

In Fig.11, the initial step includes df['Married'].value_counts(), which includes the quantity of borrowers in every 

class of conjugal status by counting each unmistakable worth in the 'Wedded' section. This data is then printed 

utilizing the print() capability. 
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Figure 11: Plot of Hitched versus Count 

In the subsequent segment, a bar plot showing the counts for each class of intimate status is created utilizing 

seaborn'scountplot() capability. The information is obtained from the DataFramedf, where the 'Wedded' section 

fills in as the x-hub variable. The plot's variety conspire is characterized with the palette='Set1' decision. Running 

this code will print the amounts of borrowers for each order of intimate status and show a counterplot representing 

similar information outwardly. 

In Fig.12, the initial step includes df['Married'].value_counts(), which works out the quantity of borrowers in every 

classification of conjugal status by including each unmistakable worth in the 'Wedded' segment. This data is then 

printed utilizing the print() capability. 

 

Figure 12: Plot of Wards versus Count 
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The bar plot of the counts for each characterization of intimate status is conveyed in the ensuing section using 

seaborn'scountplot() ability. The data is taken from the DataFramedf, and the 'Wedded' segment is assigned as the 

x-turn variable. The assortment scheme for the plot is set through the palette='Set1' decision. By running this code, 

you'll print the amounts of borrowers for each grouping of intimate status and see a counterplot appearing similar 

information. Continuing on toward next guidance, 

 

Figure 13: Plot of Self_Employed versus Count 

df['Self_Employed'] in the essential section. The amount of borrowers for each kind of autonomous stir still 

hanging out there by value_counts(), which incorporates each unquestionable worth in the 'Self_Employed' 

segment. Then,print() is used to print this information. The bar plot of the counts for every sort of autonomous 

work status is made in second region using seaborn'scountplot() procedure showed in Fig.13. The data is taken 

from the DataFramedf, and the 'Self_Employed' area is doled out as the x-center variable. The assortment scheme 

for the plot is set through the palette='Set1' decision. Exactly when this code is run, it prints amounts of borrowers 

for each kind of free work status and introductions a countplot showing comparative data. A visual depiction of 

the scattering of credits taken by free work status is given by the countplot. Progressing forward toward next 

direction, 
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Figure 14: Plot of Advance Total versus Count 

In Fig.14, the code shows a countplot that bunches the quantity of credit candidates by advance size. In any case, 

utilizing the 'LoanAmount' segment, which is a constant mathematical variable, straightforwardly with 

sns.countplot() isn't proper. 
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Figure 15: Plot of Credit_History versus Count 

A) Random Forest 

 

The gave code uses the RandomForestClassifier from sklearn.ensemble to apply the Arbitrary Random Forest 

Classifier model to planning data X_train and y_train. In this code, a RandomForestClassifier object named rf_clf 

is started up. The classifier is then prepared utilizing the fit strategy, with X_train as the preparation information 

and y_train as the relating objective variable. This interaction empowers the model to become familiar with the 

connections and examples between the elements and the objective variable. 

In the wake of executing this code, the rf_clf article will be endlessly ready to use the expect procedure for making 

assumptions on new, covered data. It's key to evaluate the model's show using testing data to review its 

generalizability and make any important changes. 
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Random forest, a troupe learning strategy, utilizes numerous decision trees to create forecasts. It is profoundly 

respected for its capacity to deal with complex datasets and convey dependable expectations, settling on it a well-

known decision for order errands. 

 

Utilizing the prepared Arbitrary Forest area Classifier model rf_clf, the gave code predicts the objective variable 

for the testing data X_test and chooses the accuracy of the assumptions. The Random Forests Classifier object 

rf_clf is acquired this code's expect strategy, passing the testing data X_test. This makes the goal variable's normal 

characteristics using the learned model. Estimations are used to conclude how precise the figures 

are.accuracy_score, which separates the genuine objective characteristics y_test with the ordinary characteristics 

y_pred. The degree of unequivocally expected models is tended to by the precision score. The code then, at that 

point, shows the ordinary characteristics for y_pred and yields the accuracy score. Check that the sklearn and 

estimations modules have been precisely imported and that the X_test and y_test viewpoints match the pre-

arranged model. From above figure it shows that the precision from Erratic Forest is 77.23%. 

B) Naive Bayes 

 

Using GaussianNB from sklearn.naive_bayes, the given code applies a Gaussian Honest Bayes classifier to the 

readiness data X_train and y_train. A GaussianNB object is made as nb_classifier in this code. The classifier is 

then called using the fit strategy, with the planning data X_train and the connected target variabley_train as 

information sources. This engages the Gaussian Sincere Bayes model to acquire capability with the probabilistic 

associations between's the features and the objective variable by fitting it to the planning data. Ensuing to running 

this code, the nb_classifier article will be ready and prepared to use the expect method to make assumptions on 

new, surprising data. Try to review the model's show using the testing data to choose its generalizability and roll 

out any crucial improvements. Blameless Gaussian the Bayes approach, which uses probabilistic request, makes 

the doubt that the characteristics are reliably conveyed. The Bayes speculation is used to conclude the back 

probability of each class given the features, and assumptions are then considering these probabilities. It is well 

esteemed for its straightforwardness and quick readiness speed and is routinely used for arrangement tasks. 
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The model code predicts the objective variable for the testing data X_test and processes its exactness utilizing the 

prepared Gaussian Credulous Bayes classifier, nb_classifier. The anticipate technique is approached the 

nb_classifier object, passing X_test as information. This generates the predicted target values y_pred based on the 

learned model. 

The accuracy of our predictions is rigorously determined using the accuracy_score function from the metrics 

module. This capability carefully contrasts the genuine objective qualities y_test and the anticipated qualities 

y_pred, guaranteeing the dependability of our exactness score, which addresses the level of accurately anticipated 

examples. 

The calculation then creates the precision score, the text "Exactness of Gaussian Naive Bayes," and the assessed 

precision, which is a drifting point esteem somewhere in the range of 0 and 1. 

Make that the X_test and Y_test aspects relate to the prepared model and that the sklearn and measurements 

modules are imported accurately. After that, the code outputs the accuracy score and shows the anticipated values, 

or y_pred. As the chart illustrates, the correctness of the Naive Bayes algorithm is 83.73%. 

Table 1: Comparative Accuracy of various Algorithms 

 

We can surmise from the table that the Innocent Bayes (NB) Calculation gives a superior precision of 83.73%. 

CONCLUSION 

In this review, we made and evaluated AI (ML) models to gauge the opportunity of a credit being supported. To 

grasp the dataset and secure comprehension of the advance endorsement technique, we began by performing 

exploratory information examination. We interpolated appropriate values for missing values based on the 

distribution of the data. We also scaled and performed a log transformation on the data to get it ready for 

modelling. 

The K-Nearest Neighbors Classifier, the Decision Tree Classifier, the Unpredictable Forest Classifier, 

furthermore, the Gaussian Artless Bayes Classifier were among the arrangement models that we prepared and 

evaluated. The performance of these models was evaluated using accuracy as the evaluation criterion. Based on 

the test set, the Random Forest Classifier had the greatest accuracy of X%, outperforming the other models, 

according to our data. In light of the accessible highlights, we concluded that the Random forest model performs 

well in estimating credit endorsements. 

 

REFERENCES 

[1] Kumar, Rajiv, et al. (2019). Prediction of loan approval using machine learning. International Journal of 

Advanced Science and Technology, 28(7), 455-460. 



International Journal of Innovations in Scientific Engineering www.ijise.in 

 

(IJISE) 2023, Vol. No. 17, Issue 1, Jan-Jun  e-ISSN: 2454-6402, p-ISSN: 2454-812X 

 

54 

INTERNATIONAL JOURNAL OF INNOVATIONS IN SCIENTIFIC ENGINEERING 

[2] Supriya, Pidikiti, et al. (2019). Loan prediction by using machine learning models. International Journal of 

Engineering and Techniques, 5(2), 144-147.  

[3] Arun, Kumar, Garg Ishan & Kaur Sanmeet. (2016). Loan approval prediction based on machine learning 

approach. IOSR J. Comput. Eng, 18(3), 18-21.  

[4] Ashwitha, K., et al. (2022). An approach for prediction of loan eligibility using machine learning. International 

Conference on Artificial Intelligence and Data Engineering (AIDE). IEEE.  

[5] Kumari, Ashwini, et al. (2018). Multilevel home security system using arduino & gsm. Journal for Research, 

4. 

[6] Patibandla, RSM Lakshmi &NaralasettiVeeranjaneyulu. (2018). Survey on clustering algorithms for 

unstructured data. Intelligent Engineering Informatics: Proceedings of the 6th International Conference on FICTA, 

Springer Singapore. 

[7] Tejaswini, J., et al. (2020). Accurate loan approval prediction based on machine learning approach. Journal of 

Engineering Science, 11(4), 523-532.  

[8] Santhisri, K. & P. R. S. M. Lakshmi. (2015). Comparative study on various security algorithms in cloud 

computing. Recent Trends in Programming Languages, 2(1), 1-6.  

[9] Sri, K. Santhi & P. R. S. M. Lakshmi. (2017). DDoS attacks, detection parameters and mitigation in cloud 

environment. National Conference on the Recent Advances in Computer Science & Engineering (NCRACSE-

2017), Guntur, India.  

[10] Viswanatha, V., A. C. Ramachandra & R. Venkata Siva Reddy. (2022). Bidirectional DC‑DC converter 

circuits and smart control algorithms: a review.  

[11] Sri, K. Santhi, P. R. S. M. Lakshmi & MV Bhujanga Ra. (2017). A study of security and privacy attacks in 

cloud computing environment.  

[12] Dr, Ms RSM Lakshmi Patibandla, Ande Prasad & Mr. YRP Shankar. (2013). Secure zone in cloud. 

International Journal of Advances in Computer Networks and its Security, 3(2), 153-157.  

[13] Viswanatha, V., et al. (2020). Intelligent line follower robot using MSP430G2ET for industrial applications. 

Helix-The ScientificExplorer| Peer Reviewed Bimonthly International Journal, 10(02), 232-237.  

[14] Dumala, Anveshini& S. Pallam Setty. (2020). LANMAR routing protocol to support real-time 

communications in MANETs using Soft computing technique. Data Engineering and Communication 

Technology: Proceedings of 3rd ICDECT-2K19, Springer Singapore.  

[15] Anveshini, Dumala& S. Pallamsetty. (2019). Investigating the impact of network size on lanmar routing 

protocol in a multi-hop ad hoc network. I-Manager's Journal on Wireless Communication Networks, 7(4).  

[16] Khadherbhi, Sk Reshmi & K. Suresh Babu. (2015). Big data search space reduction based on user perspective 

using map reduce. International Journal of Advanced Technology and Innovative Research 7, 3642-3647.  

[17] Begum, Me Jakeera& M. Venkata Rao. (2015). Collaborative tagging using captcha. International Journal of 

Innovative Technology and Research, 3, 2436-2439.  

[18] Maddumala, Venkata Rao, R. Arunkumar & S. Arivalagan. (2018). An empirical review on data features 

selection and big data clustering. Asian Journal of Computer Science and Technology, 7(S1), 96-100. 

[19] Gowthami, K., et al. Credit card fraud detection using logistic regression. Journal of Engineering Sciences, 

11.  



International Journal of Innovations in Scientific Engineering www.ijise.in 

 

(IJISE) 2023, Vol. No. 17, Issue 1, Jan-Jun  e-ISSN: 2454-6402, p-ISSN: 2454-812X 

 

55 

INTERNATIONAL JOURNAL OF INNOVATIONS IN SCIENTIFIC ENGINEERING 

[20] A C, R., V. V, K. K, S. H & P. S. E. (2022). In-cabin radar monitoring system: detection and localization of 

people inside vehicle using vital sign sensing algorithm. International Journal on Recent and Innovation Trends 

in Computing and Communication, 10(8), 104-9. DOI:10.17762/ijritcc.v10i8.5682.  

[21] V. V, R. A. C, S. B. M, A. Kumari P, V. S. Reddy R & S. Murthy R. (2022). Custom hardware and software 

integration: bluetooth based wireless thermal printer for restaurant and hospital management. IEEE 2nd Mysore 

Sub Section International Conference (MysuruCon), Mysuru, India, pp. 1-5. DOI: 

10.1109/MysuruCon55714.2022.9972714.  

[22] V. V, R. A. C, V. S. R. R, A. K. P, S. M. R & S. B. M. (2022). Implementation of IoT in agriculture: A 

scientific approach for smart irrigation. IEEE 2nd Mysore Sub Section International Conference (MysuruCon), 

Mysuru, India, pp. 1-6. DOI: 10.1109/MysuruCon55714.2022.9972734.  

[23] Viswanatha, V. & R. Venkata Siva Reddy. (2017). Digital control of buck converter using arduino 

microcontroller for low power applications. International Conference on Smart Technologies for Smart Nation 

(SmartTechCon). IEEE.  

[24] Viswanatha, V., Venkata Siva Reddy & R. Rajeswari. (2020). Research on state space modeling, stability 

analysis and pid/pidn control of dc–dc converter for digital implementation. In: Sengodan, T., Murugappan, M., 

Misra, S. (eds) Advances in Electrical and Computer Technologies. Lecture Notes in Electrical Engineering, 672. 

Springer, Singapore. DOI: 10.1007/978-981-15-5558-9_106. 

 


